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Abstract 

The effects of an increased material demand resulting from the continuously growing deployment of 

renewable energy technologies on the raw material prices has not been investigated in detail. This 

paper proposes a general framework of an interdisciplinary approach to combine the material demand 

analysis with economic impacts. For the application of this approach, the steel demand in Germany is 

exemplarily chosen to be analyzed. Based on current market situation and energy scenarios, this paper 

discusses the development of wind turbine technologies in Germany and determines the required total 

steel demand for their deployment. In order to investigate the corresponding implications on the 

material prices, a vector auto regression and impulse response function is conducted. Results show that 

the additional demand from the German wind energy sector is minimal compared to the increase in 

total steel demand, thus only having a limited impact on the steel price. Further works is highly 

recommended to apply these approaches to determine the total material demand of other energy 

technologies within an energy system and its economic impacts as a whole. 

1. Introduction 

The German government has set goals to increase the share of renewable energy in the electricity 

supply, among others to 35 % by 2020 and 80 % by no later than 2050 [1]. Several studies have been 

published to prove the technical viability of a future energy system with high share of renewables in 

Germany [2,3]. Though there are many ways of achieving this, these studies share the common fact 

that wind energy will have the largest share in the German electricity production in the future. Accord-

ing to studies such as [2] and [4], the cumulative installed capacity of wind turbines is expected to be 

somewhere between 147 GW and 285 GW in 2050 if a 100 % renewable energy system is to be 

achieved. 

Specific material properties are essential for a variety of future technologies, particularly the renewa-

ble energy technologies. Under the influence of the strong market dynamics and technological ad-

vancements, the number of intensively used materials has massively increased [5]. If left unchecked, 

the increasing demand in renewable energy technologies might lead to problems such as supply 
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bottlenecks or price instabilities. Despite increasing numbers of studies that aim to investigate the 

resource demand due to the energy transformation process, the corresponding economic implications 

are often being overlooked. Therefore, we propose and analyze an approach to combine raw material 

demand analysis of an energy technology and econometric methods in order to investigate the eco-

nomic effects of increasing raw material demand due to the energy transformation process. 

The aim of the paper is twofold. Firstly to estimate the total steel demand to fulfill the development of 

the Germany wind energy sector based on existing energy scenarios. Secondly, a general framework 

of an interdisciplinary approach of combining the material demand with an economic analysis is 

presented and exemplarily applied on the steel demand. Steel is selected as a suitable material to be 

analyzed since it is the main component of a wind turbine, reaching more than 80% of its weight [6–8]. 

The evolution and the interdependencies between price and demand of steel as well as several other 

fundamental micro- and macroeconomic factors will be investigated via a simple and transparent 

vector auto regression (VAR) model [9]. As mentioned in [10], the simplicity of a VAR model enables 

the robustness and the sensitiveness of the results to be determined via parameter variations.  Through 

an impulse response function (IRF), see [11], the future development of the steel price will be fore-

casted and analyzed.  

2. Literature review 

A large number of studies regarding the required material demand for the energy transformation 

process focus on one particular technology; for example [12] and [13] investigated the total material 

demand for the development of photovoltaics. Estimates presented by [14] shows that a bottleneck in 

the supply of Tellurium in the photovoltaic industry can be expected as early as 2025, if the thin film 

modules were to further develop as how they have in the past. In terms of wind turbines, [15] deter-

mined the material demand in Germany and identified a risk in the Neodymium supply. Other studies 

such as [16] and [17] investigated the demand of relevant critical materials such as rare earth elements 

(REE) in the manufacturing of various renewable energy technologies within an energy system. 

Despite the increasing number of studies investigating material demand of energy technologies, the 

estimated demand is always compared to the current availability of the investigated material in order 

to determine possible bottlenecks, with the economic implications of the increase in demand being 

overlooked. In the field of economics, studies show that additional demand of a commodity will 

generally lead to higher resource prices  [18,19]. In some cases, an increase in demand of a single 

considerably large industrial consumer can lead to the higher commodity prices [20,21]. With Germa-

ny being the leading actor of renewable energy systems in Europe, the economic effects of the in-

crease in demand due to the deployment of renewable energies cannot be neglected.  
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The economic effects can be investigated by analyzing the short and middle-term effects on the price 

of a commodity due to the changing demand. There are generally two ways of forecasting prices or 

any other microeconomic properties of metals: the intensity of use approach and the econometric 

method [22]. The former approach started to gain attention after the publication of [23] to forecast the 

material requirements primarily in the United States in 2000. As applied by [23] and [24], this ap-

proach assumes that the intensity of use and per capita income typically have an inverted U-shape -the 

so called Kuznets curve- relationship. This approach goes by the hypothesis that as a nation undergoes 

industrialization, the source of economy shifts towards service and thus reducing the demand for 

material intensive goods. [25] for example, proposed a model to examine the potential Kuznets 

relationship between long-term steel demand and economic development, which was later expanded to 

incorporate macroeconomic variables by [26] to estimate the future demand of metals including steel 

in China. However, the intensity of use approach has remained a less common approach in forecasting 

microeconomic variables at the benefit of the econometric approach. 

As mentioned in [27],  the econometrics approach provides insight on long-term cause and effect 

relationship between variables by considering short term dynamics via lags on variables. The most 

widely used and proven to be very efficient in describing dynamic behavior of economic time series is 

the vector auto regression (VAR) approach [28]. An important advantage of VAR is that a specifica-

tion of exogenous variables over the forecast period is not compulsory. VAR models do not embody 

economic theory in the way that structural economic models do. However, they impose restrictions on 

the data, which are based on economic reasoning [22]. As an example of the application of VAR 

models, the authors in [29] investigated several variables that can improve the predictability of com-

modity price volatility and concluded that multivariate approaches via VAR can indeed improve price 

predictability. In [30] the authors determined the impact of macroeconomic influences on LME metal 

price fluctuations using dynamic factor analysis. Another interesting publication which share similar 

idea with our approach is [31], where the authors examined the effects on the Turkish interest rate, 

domestic spot gold and silver price by the world oil price and found that that the oil price has no 

predictive power over the aforementioned local economic factors in Turkey. Impulse response func-

tions and error variance decomposition are tools to analyze the response of the VAR model to an 

innovation in one of the variables in the model [32]. This approach has been applied, for example in 

[33] and [34], to investigate the effects of oil price shocks on the demand and supply in various 

industries. In [35], the authors used VAR model and impulse response functions to show that federal 

fund shocks can be a good predictor of economic outputs. 

By combining the proven approaches available in the literature, the main contribution of this paper is 

the general framework of combining raw material demand analysis of an energy technology and 

econometric methods including the impulse response functions in order to analyze the effects of 
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increasing share of renewable energies in the energy system on the raw material price. To the best 

knowledge of the authors, there is no published paper in this context so far.  

3. Conceptual framework and methodology 

The proposed framework contains two main parts, namely the (I) estimation of total steel demand 

from wind turbines as well as the (II) economic implications addressed via VAR. In order to achieve 

the former goal, four aspects of wind turbines have to be considered; the steel composition, current 

and future market shares of turbine components, lifespan as well as the annual installed capacity of 

wind turbines. Once the annual steel demand is determined, a VAR model is set up and an IRF 

analysis is conducted to determine the behavior of the annual steel price due to corresponding demand. 

3.1. Steel composition 

In this paper, the most common designs in the wind energy sector in Germany, namely horizontal axis 

design, lift-based, with a three blades rotor and variable speed generator are considered. The generator 

type stands out as the most important factor that decides the material composition of a wind turbine. 

The six currently most commonly used wind energy conversion system types are listed in table 1. The 

total steel demand of current wind turbines can be estimated by determining the steel composition in 

rotor, nacelle, tower and foundation. Available life cycle (LCA) reports, as listed in table 5, are used as 

the basis in obtaining the compositions of raw steel. In terms of tower, both steel and concrete towers 

are considered since a concrete tower is actually composed of two thirds of prefabricated concrete 

segments and one segment of steel sections [36]. The steel compositions of different technologies with 

respect to their components are shown in table 2. 

Table 1: Types of wind energy conversion systems considered in this paper 

Drive train 

systems 

Doubly-Fed 

Induction 

Generator 

 

Electrically-

Excited 

Synchronous 

Generator-

Direct-Drive 

Permanent 

Magnet 

Synchronous 

Generator – 

High Speed 

Permanent 

Magnet 

Synchronous 

Generator-

Middle Speed 

Permanent 

Magnet 

Synchronous 

Generator-

Direct-Drive 

Squirrel Cage 

Induction 

Generator 

Variable 

Speed 

Acronyms DFIG EESG-DD PMSG-HS PMSH-MS PMSG-DD SCIG 

Type of 

generators 
Induction Synchronous Synchronous Synchronous Synchronous Induction 

Type of 

excitation 
Electrical Electrical 

Permanent 

Magnet 

Permanent 

Magnet 

Permanent 

Magnet 
Electrical 

Type of 

gearbox 
3-stage - 3-stage 1-stage - 3-stage 

Converter Partial-scale Full-scale Full-scale Full-scale Full-scale Full-scale 

Examples of 

manufacturers 

Nordex, GE, 

Gamesa 
Enercon Vestas Areva 

Siemens, 

Vensys 

Vestas, 

Senvion, 

Siemens 
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Table 2: Steel share in each wind turbine component according to their respective types 

 Rotor 

Nacelle Tower 

DFIG 
EESG-

DD 

PMSG-

HS/MS 

PMSG-

DD 
SCIG Steel Concrete 

Steel share [%] 17.4 46.8 30.7 39.1 30.7 42.5 93.4 11.0 

 

In terms of the foundation for offshore turbines, the most common foundation types in the German 

seas are the monopile, the jacket and the tripod/tripile. Their respective steel compositions are ob-

tained from [37–39]. As for future potential floating foundations, only the tension-leg-buoy (TLB) is 

retained from [38], which is the design with least intensive steel consumption and lowest levelized 

cost of electricity [40], for future potential floating foundations. For onshore turbines, only the most 

common flat foundation type is considered.  

Table 3: Steel share of wind turbine foundations 

Foundation type Flat Monopile Tripod Jacket 
Semi-

submersible 

Tension-Leg-

Buoy 

Steel share [%] 4.5 97.0  60.8 83.2  91.4  84.8  

 

For the determination of the masses of the rotor, nacelle, tower and foundation of future wind turbines, 

the upscaling approach as proposed by [37] is used. Commonly used to estimate properties in relation 

to the size when no data are available, this method has been applied by [41–44] in order to analyze the 

increase in mass of future turbine designs. The coefficients for the upscaling of all wind turbine 

components, based on studies and manufacturer sheets listed in table 6, are provided in Appendix A. 

3.2. Market share of towers and foundations 

The market share of towers are determined based on [15]. Concrete towers are known to be more 

effective from 100 m height onwards, be it economically, mechanically as well as in terms of transpor-

tation regulations [45,46]. It is therefore assumed that it will gain market shares in the future. Concern-

ing the foundation of onshore turbines, only the current conventional design with a flat concrete slab is 

considered. The long realization phase of offshore wind parks in Germany enables the planned foun-

dation up to 2019 to be known exactly and included in the calculations in this paper. From 2020 to 

2035, assumptions are made based on the average water depth of the North and Baltic sea [47,48] and 

the geographic planning of grid connections [49]. Currently still in the development phase, the floating 

foundations will gain market importance as construction sites gradually shift towards greater water 

depths in the North Sea from 2035 onwards. The complete assumptions on market share development 

of the towers and offshore foundations are shown in Appendix B: Table B1 and B2. 
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3.3. Lifespan of wind turbines  

The life span of a wind turbine is generally assumed to be 20 years [50]. In studies such as [51] and 

[52], the total amount of capacity installed will be discarded after the life span of that technology. This 

method is known as the simultaneous exit function and has been criticized by several studies, further 

suggesting that a Weibull distribution, as shown in equation 1,  is a better representation of the 

lifespan of a technology [53].  

Where t represents the lifespan in years, k the shape parameter and λ the scale parameter. The only 

study in the literature known to the authors having modelled the life span of a wind turbine according 

to a Weibull distribution is [15]. This approach is applied in this paper in order to model a more 

accurate life span of wind turbines by taking premature decommissioning and failures into account. A 

k value of 20 and a λ value of 0.0443 are applied in this paper. The decommissioned capacity is 

assumed to be installed again in the same year. 

3.4. Installed capacity  

The energy scenarios REMod-D by [2] and by Greenpeace [4] are selected to be investigated. While 

REMod-D proposes a 100 % renewable energy system in Germany in 2050, the Greenpeace scenario 

considers a 90% CO2 reduction compared to 1990. The cumulative installed capacities of onshore and 

offshore wind turbines in 2050 from these scenarios are shown in table 4. The annual installed capaci-

ty is determined by linearly interpolating the cumulative installed capacity in 2016 and the values 

presented in table 4. 

Table 4: Cumulative installed capacity of wind energy according to Greenpeace and REMod-D 

 
Greenpeace 

Onshore 

Greenpeace 

Offshore 

REMod-D 

Onshore 

REMod-D 

Offshore 

Cumulative installed capacity [GW] 95 52 200 85 

3.5. Vector autoregressive analysis  

The influence of the increase in demand on the steel price is investigated via a vector autoregressive 

analysis (VAR) analysis. Firstly, an Augmented-Dickey-Füller (ADF) test is conducted on every time 

series in order to determine the order of integration and the presence of a unit-root. The optimal lag 

length is determined by the method suggested by the authors in [54]. The results are crosschecked with 

a Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test. In case of a unit root, the time series are trans-

formed by calculating the log returns, in order to prevent problems for conventional inference proce-

dures from ordinary least square regressions [55]. The maximum order of integration of the set of time 

series is set to 5. The maximum lag length of the variables in the VAR model is determined by the 

𝑓(𝑡, 𝜆, 𝑘) = 𝜆𝑘(𝜆𝑡)𝑘−1𝑒−(𝜆𝑡)𝑘
 (1) 
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Akaike and Bayesian information criteria as proposed by [56]. The following stable and invertible 

VAR-model is then set up.  

𝑌𝑡 =  𝑎0 + ∑ 𝑏𝑖𝑌𝑡−𝑖

𝑙𝑎𝑔

𝑖=1

+  +𝜀𝑡 (2) 

For n number of variables, 𝑌𝑡 is a vector of length n, 𝑎0 is a [n ×1] vector of constants, 𝑏𝑖 are [n × n] 

coefficient matrices, i is the order of the VAR model and 𝜀𝑡 represents the matrix of residuals. In this 

paper, we have selected 8 variables as listed in table 7 to be included in the VAR model. Despite the 

availability of several steel-specific data such as import and export of iron ore, pig iron and scrap, they 

were discarded, with the exception of export of iron ore, upon conducting a preliminary Wald test, 

where no significant influence on the steel price could be identified. Besides microeconomic factors, 

we also included macroeconomic factors as proposed by [57] to complement the results and to control 

for macroeconomic influence. Since the oil price shocks have an impact on the steel price, as shown 

by [33] and [58], the West Texas Intermediate (WTI) oil price is also included as an endogenous factor 

in our model. 

3.6. Impulse response function 

In order to investigate the impacts of growing demand in the future on the steel price, the Monte Carlo 

method is employed to calculate the impulse response functions (IRF) analysis as mentioned in 

[59,60]. IRF is a system’s response to an impulse which can be defined as a function of time, given 

that the model is sufficiently linear and time-invariant [61]. A standard IRF procedure is to induce a 

shock to a single variable at a particular moment and to observe the evolution of the variables over 

time. In this paper however, multiple shocks are induced to the demand to represent the annual 

increase in steel demand due to the deployment of the wind turbines. A total of 1000 simulation runs 

for a period of 17 years until 2030 in the future is modelled. 

4. Scenario definition 

In order to describe and consider the uncertainties and possible developments of the wind energy 

sector in Germany, two different scenarios, conservative and upscaling, are defined. The fundamentals 

of these scenarios are similar to those proposed in [16]. The implementation of wind farms does not 

follow the same legal restrictions onshore and offshore; both markets are considered separately. The 

upscaling scenario is applied for both on- and offshore while the conservative scenario is only defined 

for onshore turbines. 

Conservative - In the conservative scenario, the trend towards larger rotor diameters is assumed to be 

restrained by several factors: such as legally binding height limitations as well as infrastructural 
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restrictions. In terms of infrastructure, greater transportation problems will occur for very large 

turbines due to the limitations of the road sizes in Germany. Due to that, electrically excited generator 

types will continue to have a higher market share in the future as there is no need for a technology 

overhaul. PM generators are assumed to eventually phase out completely by 2020. The conservative 

scenario is not assumed to be applicable to offshore since regulatory restrictions such as height 

restrictions and urban space competition are not present.  

Upscaling - In the upscaling scenario, assuming that the technical challenges such as logistics and all 

of the aforementioned problems are resolved, the size of onshore wind turbines are expected to grow 

as explored and proposed by [15,62,63]. With bigger turbines, the market share is expected to shift 

towards PM generators. As for induction generators, a complete phase out seems unlikely to occur due 

to the maturity of the technology. Remaining potential near the shore will be utilized with DFIG but as 

deep water horizons are utilized, PM generators will be predominantly deployed. The complete market 

share of each generator types as well as the development of installed capacity and rotor diameter is 

shown in Appendix B: Table B3-B7. In all scenarios, production losses are taken into account by 

correcting the steel demand according to factor of 1.05, based on [64,65]. 

5. Data 

In order to calculate the material composition, several LCA studies, as listed in table 5, from manufac-

turers and published studies are used as the basis to obtain data. In addition, data of turbine models, for 

which the masses of the rotor and the nacelle are available in manufacturer’ sheets, is collected and 

applied for the upscaling of masses. These are listed in table 6. 

Table 5: Overview of life cycle analysis of wind turbines analyzed in this paper 

Manufacturer Rated Power [MW] Rotor Diameter [m] Drive Train System Type of Tower Source  

Enercon 2.3 82 EESG-DD Concrete [66] 

Gamesa 2.0 90; 114 DFIG Steel [67] 

Vestas 1.65; 2.0; 2.6; 3.0 82; 90; 100; 112 
SCIG; PMSG-HS; 

DFIG 
Steel [68] 

 

Table 6: Overview of data sample of wind turbine models applied for upscaling  

Manufacturer Rated Power [MW] Rotor Diameter [m] Drive Train System Source  

Adwen 5.0 135 PMSG-MS [69,70] 

Bonus Energy 1.3 62 SCIG [71] 

Enercon 0.9; 2.0; 3.05;7.58 44; 70; 80; 101;126 EESG-DD [72,66,73] 

Gamesa 2.0 80; 90; 114 DFIG [67,74] 

GE Energy 1.7; 4.1 100; 112.5 DFIG; PMSG-DD [75,76] 

NEG Micon 1.5; 2.0 64; 72 SCIG [71] 

Nordex 1.3; 1.5; 2.5; 3.0 62; 70; 100; 116 SCIG; DFIG [71,77] 

Vestas 0.85; 1.75; 2.0; 2.6; 3.0; 3.3 52; 66; 90; 100; 112 SCIG; PMSG-HS; DFIG [68] 

Vestas MHI 8.0 164 PMSG-MS [78] 

Senvion 2.05; 3.2; 3.4; 3.6; 6.2; 82; 92; 100; 114; DFIG [79] 
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104; 122; 126; 152 

Siemens 2.3; 3.2; 4.0; 6.0 
93; 101; 108; 120; 

113; 120; 130; 154 
SCIG; PMSG-DD [80] 

WinWind 1.0 56 PMSG-MS [71] 

 

An overview of factors applied in the VAR model is presented in table 7. The microeconomic varia-

bles are available from 1968 onwards and are only available in annual frequency. Therefore, the 

annual average values of the macroeconomic values are calculated for the VAR analysis. 

Table 7: Overview of fundamental factors included in this paper 

Factors Description Source 

Price European steel price 
Federal Institute for Geosciences 

and Natural Resources (BGR) 

Apparent 

consumption 
Apparent consumption in Germany World Steel Association 

Production  Steel production in Germany World Steel Association 

Export of iron ore Export of iron ore from Germany World Steel Association 

GDP 
Seasonally adjusted gross domestic product of  

Germany  
German National Bank 

CPI Seasonally adjusted consumer price index of Germany  German National Bank 

Yields Yields on debt securities outstanding of Germany German National Bank 

Oil Price Oil price: West Texas Intermediate (WTI) 
Federal Reserve Bank of St. 

Louis 

 

Table 8: Descriptive statistics of log returns of the fundamental factors 

Factors 
Data 

points 
mean median SD min lag 

ADF 

statistic 
t-stat 

Price 43 0.04012 0.04505 0.17329 1 -4.4326 0.0546 

Apparent  

consumption 43 0.00376 0.00722 0.12721 
2 -5.4871 -2.9506 

Production  43 0.00134 0.00042 0.10468 2 -6.4994 -3.6277 

Export of iron ore 43 0.03778 0.00000 0.83781 1 -5.2643 -.13152 

GDP 43 0.01942 0.01933 0.02025 1 -3.1538 3.6143 

CPI 43 0.02687 0.02176 0.01763 2 -3.4640 4.1449 

Yields 43 -0.04290 -0.03049 0.16361 1 -3.3210 1.1275 

Oil Price 43 0.07892 0.07147 0.26589 3 -2.9429 0.7048 

6. Results and discussion 

Figure 1 shows the annual total steel demand due to the deployment of wind turbines in Germany until 

2050 according to the REMod-D and Greenpeace energy scenarios. The steel demand increases 

gradually in all scenarios, whereby the demand in 2050 alone varies between 2,000 (in the Greenpeace 

conservative scenario) and 5,900 kt (in the REMod-D upscaling scenario). In comparison, the total 

production as well as apparent consumption of steel in Germany in 2015 was around 42,000 kt, which 

means that a supply bottleneck is unlikely to occur. From 2012 to 2050, the cumulative steel demand 
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lies between 50,000 and 58,000 kt for the Greenpeace energy scenario, and between 94,000 and 

116,000 kt tons for the REMod-D scenario respectively. In [16], the authors estimated - for a cumula-

tive installed capacity of 249 GW - the cumulative steel demand until 2050 to be 57,300 kt. Despite 

comparable cumulative installed capacities with the REMod-D scenario, this estimate is lesser than the 

demand determined in this paper due to the fact that the additional steel demand through wind turbine 

repowering was not considered in their study. 

 

Figure 1: Total steel demand in the wind energy sector in Germany 

According to a study by the Federation of German Industries (BDI) in 2012, the cumulative steel 

demand until 2020 was then estimated to be 4.5 million tons [7]. In this paper, the range of the demand 

in the same period is calculated to be between 5.6 and 7.5 million tons. This suggests that the predic-

tion from BDI was most probably underestimated as the portfolio changes of the manufacturer and the 

actual planned wind farms in the North and Baltic seas were not considered. Further comparisons with 

the existing literature tend to be limited, as most papers take a steel recycling rate into account. No 

convincing data was found indicating the amount of scrap metal from wind turbines that is directly 

being recycled to produce new turbines i.e. the steel recycling is currently not a closed loop in the 

wind energy industry. The results presented are under the assumption that the material composition of 

a wind turbine will not undergo significant structural changes in the next years.  

The results of the ADF tests show that a unit root is present in all time series. Therefore we calculated 

the log returns of the time series and conducted the ADF test again, to find that the unit roots were 

successfully removed. A crosscheck with KPSS test further validated the results. The maximum lag 

length of the VAR model is calculated to be 1 according to both Akaike and Bayesian information 

criteria. The coefficient estimates of price and demand, denoted by b in equation 2, by the VAR model 

is shown in table 9. 
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Table 9: Coefficient estimates of the VAR model for price and demand. The complete coefficient estimates are 

listed in Appendix C  

 

Price Demand Production GDP CPI Yields Export Ore Oil Price 

Price 0.0474 0.2745 0.3830 -3.7859 -4.9888 -0.1058 -0.1281 0.1073 

  Std. Error 0.190 0.422 0.503 2.415 2.081 0.175 0.212 0.119 

  t-Statistic 0.249 0.650 0.761 -1.567 -2.397 -0.605 -0.604 0.899 

Demand -0.1627 -0.0420 -0.1392 -0.7986 -3.4104 -0.1120 0.1046 0.0142 

  Std. Error 0.130 0.288 0.344 1.649 1.421 0.119 0.145 0.082 

  t-Statistic -1.251 -0.146 -0.405 -0.484 -2.400 -0.938 0.722 0.174 

 

As observed in table 9, the estimated demand coefficient with respect to price of 0.2745 represents the 

price elasticity of steel demand. It means that a 10 percent increase in demand, holding constant the 

effects of all other factors, results in a 2.745 % increase in the steel price. Taking the interactions 

between all factors into consideration, the future prices until 2030 is then forecasted. In order to 

investigate the effects of the increasing demand due to the wind turbines on the price, two cases are 

analyzed. Firstly, the natural growth of the steel price is modelled as no demand shock was induced in 

the IRF model. In the next case, the additional annual steel demand based on the REMod-D upscaling 

scenario is modeled as annual shocks to the steel demand. Both results are shown in figure 2. 

  

Figure 2: Normalized steel price with 95 % confidence intervals without demand shocks (left) and effects of a 

demand shock according to the REMod-D upscaling scenario on the steel price (right) 

Between 1971 and 2013, the real steel price has increased with a compound annual growth rate 

(CAGR) of 1.3 % p.a. This is especially due to the strong increase in steel price in the last 30 years at 

2.5 % p.a. In our results, the steel price in the first case has a growth of 2.4 % p.a. until 2030. In the 

second case, the growth rate of steel price increases minimally by 0.4 %. On one hand, this is owed to 

the fact that the steel production in Germany is not affected by the demand shock. The steel production 

in Germany has experienced an average increment of 0.4 % p.a. between 2003 and 2016. In our model, 

we found that the CAGR of steel production will remain at 0.1 % until 2030 in both cases. Even the 

CAGR of iron ore export remains unchanged despite the demand shocks. On the other hand, the 
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demand increases at a greater rate due to the increasing wind turbine deployment. Based on our results, 

the CAGR of the steel demand in Germany in the second case is calculated to be 2.9 % p.a. However, 

the increment in the steel price due to the demand shocks is considerably lower than that observed in 

the steel demand. The total steel demand in Germany will increase at much greater rate than the 

additional demand due to wind turbine deployment. The  induced demand shocks are absorbed by the 

model, thus limiting the impact on the price. It can therefore be concluded that the increase in steel 

demand due to wind energy deployment in Germany only have a minimal impact on the European 

steel price.  

7. Conclusion 

In this paper, we presented an approach to combine raw material demand analysis of an energy 

technology and econometric methods in order to analyze the effects of an increasing share of renewa-

ble energies on the raw material price. This approach is applied exemplarily to determine the econom-

ic impacts of the wind energy sector on the steel market. The steel demand is determined separately 

for the rotor, nacelle, tower and foundation of a wind turbine. Two scenarios were defined for the 

onshore generator market share to take any possible structural change in the market situation and 

manufacturer portfolios in the future into account. The economic impacts were determined via a vector 

autoregressive model (VAR) and impulse response function (IRF).  

The results show that the steel demand due to the deployment of wind turbines increases gradually 

until 2050. Depending on the market development, the annual steel demand in 2050 could vary 

between 2,000 and 5,900 kt. With respect to the current steel production level in Germany, a bottle-

neck in the steel supply is therefore not foreseeable. Results from the IRF show that additional demand 

from the wind energy sector according to REMod-D upscaling scenario is minimal compared to the 

overall increase of total steel demand in Germany. The impacts of other scenarios are therefore 

expected to be even smaller due to their respective lesser steel requirement. The real steel price is 

expected to rise 2.4 % per year on average, with the additional steel demand from the wind sector 

contributing to a further 0.4 % increment on average. The annual growth of production and export of 

steel remains on average unchanged.  

Overall, we showed that the approaches presented in this paper can be applied to combine raw materi-

al demand analysis and econometrics to determine economic impacts of growing material demand 

from any energy technology. Further works are required to determine the total material demand within 

an energy system to analyze its economic impacts as a whole on the material prices and other funda-

mental economic factors. In addition, the proposed VAR model has to be further enhanced by testing 

and expanding it to accommodate more relevant fundamental variables and to model the economic 

impacts more precisely. 



 

13 
 

8. References 

[1] “Energiewende: Fragen und Antworten,” Bundesregierung, 

https://www.bundesregierung.de/Webs/Breg/DE/Themen/Energiewende/Fragen-

Antworten/1_Allgemeines/1_warum/_node.html. 

[2] H.-M. Henning and A. Palzer, “100 % erneuerbare Energien für Strom und Wärme in Deutsch-

land,” Fraunhofer ISE, 12.11.12. 

[3] T. Klaus, C. Vollmer, K. Werner et al., “Energieziel 2050: 100% Strom aus erneuerbaren Quel-

len,” Umweltbundesamt, 07.10. 

[4] “Klimaschutz: Der Plan: Energiekonzept für Deutschland,” Greenpeace, 2015. 

[5] B. Achzet, A. Reller, and V. Zopf, “Unternehmensstrategien zur Sicherung von Rohstoffen,” 

PUSCH Thema Umwelt: Knappe Ressourcen, no. 2, pp. 10–11. 

[6] Arcelor Mittal, “Steel solutions provider to the global wind energy industry,” 

http://fce.arcelormittal.com/repository2/fce/Brochures/Windenergy_brochure_EN.pdf. 

[7] Matthias Wachter, “Faktencheck Ressourceneffizienz,” 2012, bdi.eu/energie-und-rohstoff e.htm. 

[8] Vestas, “Life cycle assessment of electricity produced from onshore sited wind power plants 

based on Vestas V82-1.65 MW turbines,” 2006. 

[9] J. Johnston and J. DiNardo, Econometric Methods: Fourth Edition, McGraw Hill Higher Educa-

tion, 1997. 

[10] D. Demailly and P. Quirion, “European Emission Trading Scheme and competitiveness: A case 

study on the iron and steel industry,” Energy Economics, vol. 30, no. 4, pp. 2009–2027, 2008. 

[11] C. L. Evans and D. Marshall, “Economic determinants of the term structure of nominal interest 

rates. Working paper,” Federal Reserve Bank of Chicago, 2001. 

[12] A. Zuser and H. Rechberger, “Considerations of resource availability in technology development 

strategies: The case study of photovoltaics,” Resources, Conservation and Recycling, vol. 56, no. 

1, pp. 56–65, 2011. 

[13] M. Goe and G. Gaustad, “Identifying critical materials for photovoltaics in the US: A multi-

metric approach,” Applied Energy, vol. 123, pp. 387–396, 2014. 

[14] T. Schlegl, “Entwicklungslinien der PV-Technologien und Materialsubstitutionsmöglichkeiten,” 

Evangelische Akademie Tutzing, 2013, web.ev-akademie-tutzing.de/cms/get_it.php?ID=1760. 

[15] T. Zimmermann, M. Rehberger, and S. Göling-Reisemann, “Material Flows Resulting from 

Large Scale Deployment of Wind Energy in Germany,” Resources, vol. 2, no. 3, pp. 303–334, 

2013. 

[16] K. Arnold, J. Friege, C. Krüger et al., “KRESSE – Kritische mineralische Ressourcen und 

Stoffströme bei der Transformation des deutschen Energieversorgungssystems,” Wuppertal Insti-

tut, 2014, http://wupperinst.org/p/wi/p/s/pd/38/. 

[17] E. Alonso, A. M. Sherman, T. J. Wallington et al., “Evaluating rare earth element availability: a 

case with revolutionary demand from clean technologies,” Environmental science & technology, 

vol. 46, no. 6, pp. 3406–3414, 2012. 

[18] C. Reinhart and E. Borensztein, “The Macroeconomic Determinants of Commodity Prices,” 

06.14, https://mpra.ub.uni-muenchen.de/6979/1/mpRA_paper_6979.pdf. 

[19] James D. Hamilton, “Understanding Crude Oil Prices,” The Energy Journal, International 

Association for Energy Economics, vol. 30(2), pp. 179–206, 2009. 

[20] Rodrigo Cerda, “Market Power and Primary Commodity Prices: The Case of Copper,” Journal of 

Applied Economics Letters, 14(10), pp. 775–778, 2005. 

[21] P. Klotz, T. C. Lin, and S.-H. Hsu, “Global commodity prices, economic activity and monetary 

policy: The relevance of China,” Resources Policy, vol. 42, pp. 1–9, 2014. 

[22] D. Chen, K. W. Clements, E. Roberts et al., “Forecasting steel demand in China,” Resources 

Policy, vol. 17, no. 3, pp. 196–210, 1991. 



 

14 
 

[23] W. Malenbaum, Materials Requirements in the United States and Abroad in the Year 2000:: A 

Research Project Prepared for the National Commission on Materials Policy in the Wharton 

School, University of Pennsylvania, National Technical Information Service, 1973. 

[24] W. W. Leontief, ed., The future of nonfuel minerals in the U.S. and world economy: Input-output 

projections, 1980 - 2030, Heath, Lexington, Mass., 1983. 

[25] H. McKay, Metal intensity in comparative historical perspective: China, North Asia, the United 

States & the Kuznets Curve, ANU Global Dynamic Systems Centre, Canberra, 2008. 

[26] H. McKay, Y. Sheng, and L. Song, “China’s metal intensity in comparative perspective,” in 

China: The Next Twenty Years of Reform and Development, Ross Garnaut and Jane Golley and 

Ligang Song, Eds., pp. 73–98, ANU E Press, Canberra, 2010. 

[27] P. G. Allen and R. Fildes, “Econometric Forecasting,” in Principles of forecasting: A handbook 

for researchers and practitioners, J. S. Armstrong, Ed., pp. 301–362, Kluwer Academic, Dor-

drecht, 2001. 

[28] E. Zivot and J. Wang, eds., Modeling Financial Time Series with S-PLUS®, Springer Sci-

ence+Business Media, Inc, New York, NY, 2006. 

[29] A. T. A. Gargano, “Predictive Dynamics in Commodity Prices,” http://www.frbsf.org/economic-

research/files/timmermann_presentation.pdf. 

[30] W. Labys, A. Achouch, and M. Terraza, “Metal prices and the business cycle,” Resources Policy, 

vol. 25, no. 4, pp. 229–238, 1999. 

[31] U. Soytas, R. Sari, S. Hammoudeh et al., “World oil prices, precious metal prices and macroe-

conomy in Turkey,” Energy Policy, vol. 37, no. 12, pp. 5557–5566, 2009. 

[32] H. Lütkepohl, Vector Autoregressive Models: EUI Working Paper ECO 2011/30, European 

University Institute, San Domenico di Fiesole, Italy, 2011. 

[33] K. Lee and S. Ni, “On the dynamic effects of oil price shocks: A study using industry level data,” 

Journal of Monetary Economics, vol. 49, no. 4, pp. 823–852, 2002. 

[34] K. A. Mork, “Oil and the Macroeconomy When Prices Go Up and Down: An Extension of 

Hamilton's Results,” Journal of Political Economy, vol. 97, no. 3, pp. 740–744, 1989. 

[35] M. Dotsey and M. Reid, “Oil shocks, monetary policy and economic activity,” Federal Reserve 

Bank of Richmond, 1992. 

[36] “Production of Enercon: Tower manufacture,” Enercon, 

http://www.enercon.de/en/company/production/. 

[37] T. Ashuri, Beyond classical upscaling: Integrated aeroservoelastic design and optimization of 

large offshore wind turbines, [s.n.], [S.l.], 2012. 

[38] H. L. Raadal, B. I. Vold, A. Myhr et al., “GHG emissions and energy performance of offshore 

wind power,” Renewable Energy, vol. 66, pp. 314–324, 06.14. 

[39] S. Briem, M. Blesl, U. Fahl et al., “Lebenszyklusanalysen ausgewählter zukünftiger Stromerzeu-

gungstechniken,” IER; DLR; LEE; FfE, 08.03. 

[40] A. Myhr, C. Bjerkseter, A. Agotnes et al., “Levelised cost of energy for offshore floating wind 

turbines in a life cycle perspective,” Renewable Energy, vol. 66, pp. 714–728, 2014. 

[41] P. Jamieson, Innovation in Wind Turbine Design, John Wiley & Sons, Ltd, Chichester, UK, 2011. 

[42] R. Nijssen, M. B. Zaaijer, W. Bierbooms et al., “The application of scaling rules in up-scaling 

and marinisation of a wind turbine,” European Wind Energy Conference and Exhibition, 07.01. 

[43] G. Sieros, P. Chaviaropoulos, J. D. Sørensen et al., “Upscaling wind turbines: Theoretical and 

practical aspects and their impact on the cost of energy,” Wind Energy, vol. 15, no. 1, pp. 3–17, 

2012. 

[44] M. Caduff, M. A. J. Huijbregts, H.-J. Althaus et al., “Wind power electricity: the bigger the 

turbine, the greener the electricity?,” Environmental science & technology, vol. 46, no. 9, 

pp. 4725–4733, 2012. 



 

15 
 

[45] M. Crawford, “Concrete Key to Taller Wind Turbines,” ASME - The American Society of 

Mechanical Engineers, https://www.asme.org/engineering-topics/articles/renewable-

energy/concrete-key-taller-wind-turbines. 

[46] A. Tricklebank, P. Halberstadt, B. Magee et al., “Concrete Towers for Onshore and Offshore 

Wind Farms: Conceptual design studies,” The Concrete Center; Gifford, 2007, 

http://www.concretecentre.com/Publications-Software/Publications/Concrete-Towers-for-

Onshore-and-Offshore-Wind-Farm.aspx. 

[47] “Ostsee: Festlandsockel/ausschließliche Wirtschaftszone (AWZ),” BSH - Bundesamt für See-

schifffahrt und Hydrographie, 31.01.12, 

http://www.bsh.de/de/Meeresnutzung/Wirtschaft/CONTIS-

Informationssystem/ContisKarten/OstseeDeutscherFestlandsockelAWZ.pdf. 

[48] “North Sea: Continental Shelf/Exclusive Economic Zone (EEZ),” BSH - Bundesamt für See-

schifffahrt und Hydrographie, 07.12.06, 

http://www.bsh.de/en/Marine_uses/Industry/CONTIS_maps/NorthSeaGermanContinentalShelfE

xclusiveEconomicZone.pdf. 

[49] “Status des Offshore Windenergieausbaus in Deutschland,” Deutsche Windguard, 2016, 

http://www.windguard.de/_Resources/Persistent/e4d460d037a2875516a5f74556988cc8e61a14ab

/Factsheet-Status-Offshore-Windenergieausbau-Jahr-2016.pdf. 

[50] C. Kost, J. Mayer, J. Thomsen et al., “Levelized Cost of Electricity Renewable Energy Technol-

ogies,” 2013, 

https://www.ise.fraunhofer.de/content/dam/ise/en/documents/publications/studies/Fraunhofer-

ISE_LCOE_Renewable_Energy_technologies.pdf. 

[51] Prognos and Öko-Institut, “Modell Deutschland. Klimaschutz bis 2050,”. 

[52] Prognos AG, EWI, GWS, “Energieszenarien für ein Energiekonzept der Bundesregierung,” 2010. 

[53] A. M. Law, Simulation modeling and analysis, McGraw-Hill, Boston [u.a.], 20]11. 

[54] S. Ng and P. Perron, “LAG Length Selection and the Construction of Unit Root Tests with Good 

Size and Power,” Econometrica, vol. 69, no. 6, pp. 1519–1554, 2001. 

[55] C. Granger and P. Newbold, “Spurious regressions in econometrics,” Journal of Econometrics, 

vol. 2, no. 2, pp. 111–120, 1974. 

[56] H. Y. Toda and T. Yamamoto, “Statistical inference in vector autoregressions with possibly 

integrated processes,” Journal of Econometrics, vol. 66, 1-2, pp. 225–250, 1995. 

[57] F. Lutzenberger, B. Gleich, H. G. Mayer et al., “Metals: Resources or financial assets? A multi-

variate cross-sectional analysis,” Empirical Economics, vol. 48, no. 2, p. 1667, 2016. 

[58] M. Nandha and R. Faff, “Does oil move equity prices? A global view,” Energy Economics, vol. 

30, no. 3, pp. 986–997, 2008. 

[59] H. Lütkepohl, “impulse response function,” in The New Palgrave Dictionary of Economics, S. N. 

Durlauf and L. E. Blume, Eds., pp. 154–157, Nature Publishing Group, Basingstoke, 2008. 

[60] A. Beyer and R. E. A. Farmer, “A method to generate structural impulse-responses for measuring 

the effects of shocks in structural macro models,” European Central Bank, 2006, 

https://www.ecb.europa.eu/pub/pdf/scpwps/ecbwp586.pdf?e4dcd86c45f38f96e4f02051ad6790c3. 

[61] M. V. Thompson and J. T. Randerson, “Impulse response functions of terrestrial carbon cycle 

models: method and application,” Global Change Biology, pp. 371–394, 1999. 

[62] B. Hamilton, L. Battenberg, M. Bielecki et al., “U.S. Offshore Wind Manufacturing and Supply 

Chain Development,” Navigant, 22.02.13. 

[63] DONG Energy, “RS 1a: Life cycle approaches to assess emerging energy technologies,” 2008. 

[64] M. Classen, H.-J. Althaus, S. Blaser et al., “Life Cycle Inventories of Metals: ecoinvent v2.1 

report No. 10,” ecoinvent centre; Swiss Centre for Life Cycle Inventories, 03.09. 



 

16 
 

[65] K. Treyer, B. Weidema, and C. Vadenbo, “Ecoinvent 3.3 dataset documentation: wind turbine 

construction, 2MW, onshore - GLO,” 2012. 

[66] L. Eymann, M. Stucki, A. Fürholz et al., “Ökobilanzierung von Schweizer Windenergie,” 

Bundesamt für Energie BFE, 11.03.15. 

[67] “Products and services: Wind turbines - Catalogue,” Gamesa, 

http://www.gamesacorp.com/en/products-and-services/wind-turbines/. 

[68] “Sustainability: Sustainable products - Available reports,” Vestas, 

https://www.vestas.com/en/about/sustainability#!available-reports. 

[69] “Market specific solutions: Wind turbines,” Siemens, 

http://www.siemens.com/global/en/home/markets/wind/turbines.html. 

[70] “Innovative technology,” Areva, http://www.areva.com/EN/operations-4430/areva-offshore-

wind-innovative-technology.html. 

[71] G. Bywaters, V. John, J. Lynch et al., “Northern Power Systems WindPACT Drive Train Alter-

native Design Study Report,” NREL National Renewable Energy Laboratory, 31.01.05. 

[72] “WEC Characteristics E-44,” Enercon, 19.01.10, http://www.stalflex.is/skjalasafn/900_7500/06-

02%20SL_HB_WEC%20Characteristics_E-44_Rev006_eng-eng.pdf. 

[73] “Repowering bietet immenses Potenzial,” juwi, 

http://de.juwi.com/fileadmin/user_upload/de/PK_2011/juwi/Hintergrund%20Repowering%20Sch

neebergerhof%20E%20126.pdf. 

[74] E. Martínez, F. Sanz, S. Pellegrini et al., “Life cycle assessment of a multi-megawatt wind 

turbine,” Renewable Energy, vol. 34, no. 3, pp. 667–673, 2009. 

[75] “Technical Documentation Wind Turbine Generator Systems 1.6-100 50 & 60 Hz 1.7-100 50 & 

60 Hz: Weights and Dimensions,” GE Power & Water, http://www.blackoakwindny.com/wp-

content/uploads/01.2-1.x-100-Weights-and-Dimensions-r3.pdf. 

[76] E. de Vries, “Close up - GE's new 4.1MW turbine and its return to offshore,” Windpower month-

ly, 14.03.11. 

[77] “Products and services: Wind turbines,” Nordex, http://www.nordex-online.com/en/products-

services/wind-turbines.html. 

[78] Vestas MHI, V164-8.0 MW® breaks world record for wind energy production, Denmark. 

[79] “Wind Energy solutions: Wind turbines,” Senvion, https://www.senvion.com/global/en/wind-

energy-solutions/wind-turbines/. 

[80] “Wind turbine SWT-4.0-130: Technical specifications,” Siemens, 

http://www.siemens.com/content/dam/internet/siemens-com/global/market-specific-

solutions/wind/data_sheets/data-sheet-wind-turbine-swt-4.0-130.pdf. 



 

17 
 

Appendix A: Constant and Scaling factor for the turbine Upscaling 

 

 𝑀 ∝ 𝑎 ∗ 𝐷𝑏 (A1) 

𝑀: Mass of each component 

𝑎: Constant factor 

𝐷: Rotor diameter 

𝑏: Scaling factor 

 

 

The constant and scaling factors of each component are determined by curve fitting historical data of wind turbines, as listed in table 6. These factors are used to 

model a curve that describes the weight of a component with respect to the rotor diameter of wind turbines in the future. 

 

 

Table A1: Constant and scaling factors for all components and scenarios 

 Rotor mass 

Nacelle mass Tower mass 

DFIG 
EESG-

DD 
PMSG-MS/HS SCIG 

PMSG-

DD 

Steel 

type 

Concrete 

type 

Scenario Conservative Upscaling Conservative Upscaling  Conservative Upscaling Conservative Upscaling    

Log (a) -2.31 -3.34 -3.43 -3.34 -2.09 -2.27 -2.09 -1.24 -2.12 -2.09 -1.22 -0.57 

b 2.03 2.56 2.69 2.56 2.07 2.13 2.07 1.60 2.07 2.07 3.22 3.22 
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Appendix B: Market shares of wind turbine components 

 

Table B1: Market shares of steel and concrete towers 

 Onshore Offshore 

 2010 2025 2050 2010 2025 2050 

steel towers [%] 90 80 60 100 90 80 

concrete towers [%] 10 20 40 0 10 20 

 

 

Table B2: Current and future market shares of offshore foundation types. The market shares from 2017-2019 is 

obtained from approved wind farms that are currently being built 

 
2015 2016 2017 2018 2019 2025 2030 2035 2040 2050 

Monopile 56.0 100 79.1 0 78.1 56.9 66.7 30.0 20.0 10.0 

Tripod 24.5 0 0 0 12.2 19.0 33.3 60.0 65.0 60.0 

Jacket 19.5 0 20.9 100 9.6 24.2 0 5.0 5.0 10.0 

TLB 0 0 0 0 0 0 0 5.0 10.0 20.0 

 

 

Table B3: Historical and assumed future market shares of onshore generator types according to the conservative 
scenario 

 

2014 2015 2016 2020 2030 2040 2050 

EESG-DD 43 37 43 38 37 36 35 

SCIG FC 8 14 24 25 22 19 16 

PMSG-HS 14 9 1 0 0 0 0 

PMSG-DD 5 3 1 0 0 0 0 

DFIG 29 38 31 37 40 43 46 

PMSG-MS 0 0 0 0 1 2 3 

 

 

Table B4: Historical and assumed future market shares of generator types onshore according to the upscaling 
scenario 

 

2014 2015 2016 2020 2030 2040 2050 

EESG-DD 43 37 43 28 8 2 1 

SCIG FC 8 14 24 15 12 9 9 

PMSG-HS 14 9 1 7 19 28 28 

PMSG-DD 5 3 1 10 23 32 33 

DFIG 29 38 31 40 32 24 24 

PMSG-MS 0 0 0 0 6 5 5 
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Table B5: Historical and assumed future market shares of generator types offshore according to the upscaling 
scenario 

 

2014 2015 2016 2020 2030 2040 2050 

EESG-DD 0 0 0 0 0 0 0 

SCIG FC 87 64 22 0 0 0 0 

PMSG-HS 0 0 0 0 0 0 0 

PMSG-DD 0 0 78 54 50 47 46 

DFIG 3 12 0 17 9 4 2 

PMSG-MS 10 24 0 28 41 49 52 

 

 

Table B6: Assumed development of the average nominal power of wind turbines 

 

2014 2015 2016 2020 2030 2040 2050 

Onshore 

conservative 
2.7 2.7 2.8 3.1 3.7 4.1 4.2 

Onshore 

upscaling 
2.7 2.7 2.8 3.3 4.4 5.5 6.7 

Offshore 3.7 4.1 5.2 7.3 11.6 15.8 20.0 

 

 

Table B7: Assumed development of the average rotor diameter of wind turbines 

 

2014 2015 2016 2020 2030 2040 2050 

Onshore 

conservative 
99 105 109 110 127 138 141 

Onshore 

upscaling 
99 105 109 116 146 176 207 

Offshore 120 120 145 160 190 220 250 
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Appendix C: Coefficient estimators of the VAR model. 

 

 

Price Demand Production GDP CPI Yields Export Ore Oil Price 

Price 0.0474 0.2745 0.3830 -3.7859 -4.9888 -0.1058 -0.1281 0.1073 

Demand -0.1627 -0.0420 -0.1392 -0.7986 -3.4104 -0.1120 0.1046 0.0142 

Production -0.1872 -0.1197 -0.1693 0.8607 -2.7690 -0.0670 0.1131 -0.0447 

GDP -0.0220 0.0370 -0.0741 0.2648 -0.6199 -0.0145 0.0158 0.0051 

CPI -0.0060 -0.0113 0.0256 0.0856 0.6679 0.0112 -0.0061 0.0041 

Yields 0.0619 -0.3934 0.6150 0.6438 -3.8190 0.0985 -0.1365 0.0282 

Export Ore -0.4414 0.1970 0.3253 -3.7471 -2.5530 -0.1217 0.3667 0.0325 

Oil Price 0.1047 -0.4160 0.0851 1.4167 0.5172 0.1969 0.3609 -0.1506 

 


